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Measures of public opinion on economic matters are vital in creating accurate official statistics needed to
design appropriate policy interventions and shape private investment decisions. This is traditionally done
using public opinion polls and representative surveys. However, this process is time and money intensive
and currently suffers from reduced public participation. As a result, official statistics are usually delayed and
are not frequently available at the resolution needed for better policy interventions. Hence, researchers have
looked into anonymized digital data to continuously sense information about public behaviors, especially those
related to consumer sentiment index and unemployment insurance claims. However, past studies relied on
linear models with simplistic assumptions and thus provided limited extrapolatory power and no insights as to
why these predictive methods work. Worryingly, the strong correlations reported in these studies disappeared
when the original models were tested with newer social media data.

We propose a novel interpretable machine learning model, called Group Additive Gaussian Processes, to
provide accurate and near real-time estimates of economic indicators about public behaviors using social
media data, along with insights into the model behavior. Our model exploits the underlying structure in data
and encodes interpretability in the modeling framework. It is based on Gaussian Process (GP) regression,
which provides a robust non-parametric Bayesian learning framework that produces calibrated uncertainty
measures along with its predictions. A key challenge in the learning task is learning from limited training data.
We demonstrate how our model not only learns but also generalizes well in these scenarios. Through extensive
evaluation we show how our model performs on two important indicators of economic health - consumer
confidence index and unemployment insurance claims data. Further, we demonstrate how our model can
reduce the need to conduct surveys by producing highly accurate and frequent estimates in between the
surveying periods.
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1 INTRODUCTION

Sample surveys have been the de facto instrument for understanding the social, political and
economic realities of the population. Social scientists have long used these surveys to gather
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information from a subset of population and generalize their results to larger populations of
interest. However, traditional surveys are time consuming and money intensive exercises and
suffers from dwindling public participation [5], especially in phone surveys. As a result, these
statistics are available at low frequency and after significant time lags, and not available at the
granularity that would aid informed decision making.

Researchers have explored the use of social media (SM) data, mainly from Twitter and Google
trend data, to either supplant or supplement traditional survey data to measure various social
and economic indicators frequently and cheaply. Models have been proposed to gauge consumer
confidence and labor flows using SM data [1, 30, 33] mostly as a way to reduce surveying costs.
However, the strong correlations disappeared when those models were tested with newer and longer
data [10, 32]. Studies demonstrated high correlation for few initial years followed by deteriorated
results, raising serious concerns about the viability of SM data for estimating macro-economic
indicators. Owing to the cheap and frequent availability of SM data and their potential to produce
significant cost savings at current times of financial chaos warrants another look into the feasibility
of these methods.

Our goal is to predict macroeconomic indicators from surveys using SM data by proposing novel
methods that overcome the deficiencies of existing works. We attribute the inconsistencies of past
methods to two factors: one, simplistic linear assumption used to model the relationship between
the sentiment found in SM data and economic indicators and second, the lack of interpretability or
insights into the modeling framework.

A key challenge in learning tasks where labeled data comes from surveys is that they are time and
money intensive and are sparse (available at monthly, quarterly or annual periodicity). For example,
index of consumer sentiment (ICS), a leading indicator of consumer confidence, is available at
monthly granularity, so even taking decadal data amounts to just 120 data points. Additionally, this
task is complicated by the fact that learning is usually accomplished by recent past data (usually
couple of years) due to its temporal contextual relevancy for prediction. Thus, even though we may
have 10 years of data available, we learn only using past 2 years of data (just 24 data points). To
efficiently learn from limited labeled data, we need models that can extrapolate well even from
small training data.

We propose an interpretable machine learning model called Group Additive Gaussian Pro-
cesses (Group AGPs) with two goals: to learn efficiently from small training data and to provide
interpretability. Our model is inspired by Gaussian Processes (GPs) [41]. GPs belong to the class
of Bayesian non-parametric models, where no assumptions are made on the functional form of the
relationships between covariates and targets, and thus, these methods are known to learn highly
non-linear boundaries. GPs provide a flexible and tractable prior over functions and can learn the
underlying structure of data as determined by its kernel function.

Group AGP is a hierarchically additive GP model that attempts to learn the underlying structure
of the data and provides both interpretability and extrapolation power, at time points far from the
training data. We assume that our underlying generative process can be hierarchically decomposed
into lower-order additive kernels, where order is number of dimensions in the kernel and each
kernel accounts for specific structure in data. Our decomposition abstracts the granularity for
interpretation at feature level, which is shown to be relevant to the domain audience [29]. Since our
model is based on GPs, it provides measures of calibrated uncertainty along with its estimates.
Quantifying these uncertainties is important as the linguistic uncertainties and noises in large-scale
SM data might translate to uncertainty in the estimating the signal for consumer sentiment [51].
This uncertainty provides a measure of our model’s trust in giving that prediction.

Our motivation for hierarchical decomposition comes from the fact that many real life scenarios
can be understood as having a hierarchical additive structure. As an example, the price of a
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house can be decomposed as an addition of two components: price of the cost of building the house
and price related to neighborhood factors. The first component can, in turn, be thought of as an
interaction of two factors: the size (sq. ft.) of the house and the cost of building material per sq.
ft. The second component can, in turn, be studied as an interaction of a number of factors, such
as prices of the nearby houses; proximity to good schools, shopping, entertainment etc. Thus the
price of a house can be understood as having two additive components where each component
models the interaction among its constituent factors.

The hierarchical structure discovery in our model is guided by the interplay of these criteria -
maximizing the log-likelihood of training data and minimizing the log-loss on test data; minimizing
the complexity of the model and maximizing the interpretability of the model. We provide a novel
metric to quantify the interpretability of our model. Through extensive evaluation on Reddit data
and Google purchase history data, we show that one doesn’t have to sacrifice predictive accuracy
for interpretability.

Our contributions are summarized below:

(1) We propose a novel hierarchically additive GP model called Group Additive GPs (Group
AGPs) that provides descriptive interpretability and better accuracy than state-of-the-art
models to estimate economic indicators. Our model exploits the underlying structure in data
and provides better generalization ability, which is an important concern when learning with
small training data as is the case here.

(2) We present a novel metric to quantify the notion of interpretability in a hierarchical Bayesian
model. We show that our interpretations are based on features and are, thus, meaningful to
the practitioners as they take prior knowledge into account and can be analyzed and put
into practice. Through detailed experimentation, we show how our model uncovers three
broad clusters, related to jobs search; economy/ recession and lending/finance as important
topics affecting its predictive accuracy for consumer confidence index, one of the economic
indicators used in this work.

(3) Our model provides measures of calibrated uncertainty along with its estimates and also
assists in interpretability analysis. Uncertainty provides a measure of our model’s trust in
giving that estimate and might assist in algorithmic decision making by telling practitioners
where and how much to trust the individual predictions.

1.1 A note about interpretability

We use the following definitions of interpretability - An interpretable ML model is defined as “the
extraction of relevant knowledge from a machine-learning model concerning relationships either
contained in data or learned by the model” [29]. Relevancy is defined if the model provides insights
for a specific problem and for a particular audience. Recent works point out that interpretations of
model outcomes must be based on features that are meaningful to the practitioners, so they can be
analyzed and put into practice [28]. We show how our model embeds the notion of interpretability in
the feature space while conceptualizing the model and thus provide inferences that are meaningful
to the practitioners. This contrasts with the explain-ability that is sought as a post hoc step
especially in deep learning systems [6, 20]. At times, post hoc analysis either has uncovered model
interpretations that a practitioner knows to be incorrect [43]; or are not tailored to the domain
experts as they do not take prior domain knowledge into account [28].

1.2 Economic indicators used in this work

We focus on two indicators - consumer confidence index or index of consumer sentiment
(ICS), one of the most widely cited economic surveys in the United States; and unemployment
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insurance claims data (UI), another important indicator describing the health of the economy.
Accurately measuring consumer confidence is pivotal to governments, businesses, media and
individuals as it describes both current economic conditions and captures consumer’s hope for
near future [12], and influences whether the economy expands or contracts, as consumer spending
drives 70% of the GDP [11]. The initial claims data, along with other employment data, is closely
watched by market analysts, as it determines the strength of the labor market. Both economic
indicators have been studied in conjunction with correlating them to signal in SM data.

1.3 Social media data for understanding economic indicators

Different types of SM data (from social networking applications like Twitter, Reddit, Facebook
etc.) and Google search history data, have been used to construct official indicators of consumer
confidence. Researchers have mostly used the sentiment of various phrases related to job(s) or
economy or mentions of purchase intentions in search engine or SM posts. There are a number
of advantages in studying economic indicators using SM data. First, these datasets are collected
continuously and provide frequent sensing of public perceptions than administrative and polling
data. Such timely data might offer market analysts with almost real-time information, and assist
in when economic decisions must be made needed prior to the availability of official indicators.
Second, SM are available at a lower (or no) cost compared to traditional polling, which often cost
tens or hundreds of thousands of dollars. Third, analyzing SM offers a unique opportunity to glean
signals from personal conversations and web searches, which might assist in capturing additional
signs/parameters about the population [1].

The general approach to understanding SM data involves extracting quantitative metrics, mostly
sentiments, from its content. If the goal is to demonstrate that SM can supplement traditional
surveys, then metrics from SM is added to the statistical models used to construct survey indices
and their net gain is studied. For example, models that include information from SM have been
shown to produce more accurate estimates of election outcomes than than models that include
only traditional poll data [48]. If the goal is to show that social media can potentially be used to
substitute or supplement surveys/polls, then longitudinal correlations between two data sources
are studied [30]. Our work explores the latter idea.

2 RELATED WORKS

We describe the related works along two areas: one which describes the existing works related to
estimating consumer confidence and other economic indicators using SM; and second, related to
the methods in additive GPs literature, which has inspired our work.

2.1 Social media to predict economic indicators

Researchers have extracted sentiments and content features from Twitter, Facebook, news and
Google search queries regarding purchase history etc. and used them to model ICS with mixed
results [15, 30, 33, 35, 46]. Though some studies highlight a good correlation prior to 2012, but a
comprehensive study states that the relation disappeared when more recent data was included in
the analysis [10].

Most existing studies use a single measure (mostly a sentiment feature) and study correlations
to forecast CCI values. Most of these studies are based on the sentiment of few keywords, such
as keywords like jobs, job on Twitter. These analyses utilize methods that look for correlations
over a short period of time or with coarser granularity of data, e.g. monthly. Some works [1] have
employed n-grams models to analyze the textual content in social media and used these to learn
a pattern of relationships between SM text and survey responses for prediction purposes. Some
works [35] are autoregressive in nature, with some components that factor SM data. However these
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models have a linearity assumption which fails to learn the complex relationship between high
dimensional SM data and economic indicators. Additionally, existing works have failed to assess
the temporal stability of their estimates over longer periods of time.

Researchers have used Reddit data for a variety of applications such as understanding online
user behavior [2], (dis)information propagation, health informatics [4] etc. In the context of study-
ing public opinion on economic issues, researchers have recently started using it [38] using GP
regression to estimate CCL

2.2 Additive GPs

Gaussian Processes have been studied extensively in geostatistics (as kriging), meterology etc,
as they provide high flexibility in modeling as well as a principled way of learning the hyper-
parameters [41].

An additive GP with kernels that fully decompose additively is given as:

D
k(o x) = D ki(xi, X)) ()
i=1

where x is the vector in D-dimensional space and k;, is a sub-kernel. When each of these
subkernels operate on single dimensions, these are considered as Generalized Additive Models
(GAMs). Works in the area of additive GPs assert that decomposing a function into additive
components provides better extrapolatory power [17] away from the training instances. The
problem with GAM GPs is that they only model first order interactions, which is an unrealistic
assumption in real problem settings. An extension of this is to consider higher order interactions [17],
however the number of combinations grows exponentially. Thus, learning the structure of kernel
is extremely challenging. Researchers have resorted to learning the structure of the kernels via
enumeration methods (where sub-kernels consider every combination of feature interactions
up to a degree) [17], search methods (where possible decompositions are traversed by a search
algorithm) [40], and projection-pursuit (where a projected-additive GP is learned by iteratively
optimizing projection directions from regression residuals) [13]. While search methods are burdened
by combinatorial search, random projection based methods impart no interpretability into the
model.

Recent works [18, 23, 44] have explored additive GP where kernels operate on a subset of dimen-
sions, which are obtained either randomly or via an informed search in model space. Compared to
our proposed model, these works solely focus on Bayesian optimization and use a heuristic search
strategy while still working with smaller dimensional spaces (few tens).

3 MODEL

Notation: We denote the target variable at time t, as y; € R, and the independent covariates as
X; € R9. We use a bold lower-case letter to denote a vector, a lowercase letter to denote a scalar
value and an uppercase letter to denote a matrix.

We assume that the covariate vector x; is a concatenation of ¢ feature vectors, i.e., x; =
(xggl);xﬁgﬁ; .. ;xig")), where each vector, ng,-) corresponds to a dg, length feature vector, in-
dexed by the set g; C {1,...,d}, such that };7_, d;, = d and, further, gy Ngo N ... N g; = $. This
intuitively corresponds to decomposing the multivariate feature space into ¢ distinct groups, which
share none of the features among them. In this paper, as will be discussed later, these ¢ groups
correspond to clusters in the data and is empirically determined.

We further assume that each group is the result of an interaction of multiple group-specific effects.

We model each xigi) as a concatenation of [ different effects. We assume ng,-) = (xisg”); ngg”); co xisg”)),
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such that Z dg,; = dg, and sgi1 N sgiz N ... N sgi; = $. Again, these conditions enforce that the
each group is modeled as an interaction of [ effects. Each effect operates on distinct feature spaces.
We show this hierarchical composition enables us to model the groups and the interactions within
each group.

We pose the problem of predicting the target at time point T, y; as a regression problem using
the independent covariates, x;.

NN NN

ki1(X11,X'11)) Ki2(X12,X'12)y Ka1(X21,X'21)) kzz(Xzz,X 22))
v ® & '
fi1 ~ GP(0,ky1) fi2 ~ GP(0,ky2) fa1 ~ GP(0,kz1) f ~ GP(O kzz)
N V' N\ v/
» 3 e .
Y \\ '\\
L L
Bl : 5 o

X J X . i .
~ GP(0,ky1*ky,) fo ~ GP(0,kz1*k3,)

f=f +f,

Fig. 1. A pictorial description of the Group AGP model. From top to bottom: two sets of kernels, k11 and ki2; and kj; and
ko2 are chosen. 1D functions can be drawn from each of the kernels, as shown by fi1, fi2, f21 and fa;. The functions f
and f; are drawn from GP priors, whose kernel functions are defined as ki1 * k12 and ka; * kag, respectively. Finally, f is
computed as an addition of f; and f.

3.1 Background: Gaussian Process Regression with Matern Kernel

A GP is a stochastic process, indexed by x € R? (ignoring the time index t for simplicity), and is
completely specified by its mean m(x) and its covariance/kernel function k(x,x’), as shown in:
f(x) ~ GP(m(x), k(x,x")). The mean is usually assumed to be 0 (m(x) = 0), and covariance between
any two evaluations of f(x) is k(x,x) = E[(f(x) —m(x))(f(x") —m(x"))], where m(x) = E[f(x)].
The covariance function defines the notion of nearness or similarity in GPs, and thus encodes
different types of nonlinear relationships between the covariates and targets. GPs belong to the
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class of Bayesian non-parametric models, where no assumptions are made on the functional form
of the relationships between covariates and targets, and thus, these methods are known to learn
highly non-linear boundaries. For details of GP for machine learning, the reader is directed to [41].
At the core of our proposed model lies the GP regression (GPR), which is stated asy ~ N (f(x), 02).
Given training data, D = {x;, yi}ﬁi , and a GP prior on f'(), the posterior distribution of y. (for an
unseen input vector, x.), is a Gaussian distribution, with the following mean and variance which
follows from the conditional and marginal properties of the multivariate Gaussian distribution:

7. == E[y.] k' (K+diD)ly (2)
ol =var[y.] = ki—-Kk'(K+7’)'k+o’ (3)

Here,y = [y1,v2,...] ", and K is a matrix which contains the covariance function evaluation on
each pair of training data, i.e., K[i, j] = k(x;,x;), k is a vector of the kernel computation between
each training data and the test point, i.e., k[i] = k(x., X;), ks = k(X., X.), and I is an identity matrix.
The marginal likelihood of the training data set for GPR is given by:

p(yIX) = N(0.K +a.0) (4)

where X is the (N X d) data matrix.
We use the Matern 3/2 class of covariance functions given by:

V3 V3r

Komso (1) = 021+ D )exp(- 1) (5)

where r = ||x — x’||,, £ denotes the characteristic length scale and 0% denotes the signal variance
associated with the covariance function. This covariance function is a product of an exponential
and a polynomial of order 1, and is suited for learning non-smooth behavior, such as those exhibited
by financial time-series [19, 26]. We also empirically determined that Matern 3/2 provided better
results than other kernel choices, like squared-exponential.

The above formulation assumes that a single, global characteristic length scale [ is sufficient to
capture the associations in all feature dimensions, which is a restrictive condition. To overcome this,
a kernel that employs feature-specific characteristic length scales for each of the input dimension
is used. Such a kernel is called an automatic relevance determination (ARD) kernel, and has
been used as feature selection in econometric data [19].

Uncertainty in GP: GP regression (GPR) provides a measure of uncertainty along with the
predictions via the variance in (3). The uncertainty is a measure of trust provided by our model,
and might assist in algorithmic decision making by telling where (time points) and how much to
trust the individual predictions.

3.2 Proposed model: Group-Additive GPs’ (Group AGPs) description

We propose a novel Group-Additive GP (Group AGP) model, which hierarchically decomposes the
underlying function as a sum of GPs, each operating on a group, and, further, models each group
as an interaction of effects. We show how such a hierarchical decomposition exploits clustering to
learn the structure of data. This additive structure imparts the Group AGPs framework increased
flexibility and interpretability.

The Group AGP model decomposes the latent function value to be learnt, f(x) for a given
input D-dimensional x using the following additive form:

f(x) = ﬁh (X(gl)) +ﬁ]2(x(92)) +. +ﬁ}c (x(-"”)) (6)
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where f;,(x\97)) is the group-specific latent function, which are taken to be independent stochastic
processes, then the covariance function of f(x) will be of the form:

C
k(x,x) = Z kgi(x(gi)’x(gi)/) 7)
i=1

where kg, (x99, x(9)") is a kernel function operating on each x'9%) (subset of features). This kernel
function is hierarchically modelled as the following product form:

!
kg, (x99, x(9)") = 1_[ kg, (x99, x (90" ®)
j=1

where kg, ; (x917), x(94)" is the kernel function for the j** group.

Thus f(x) is composed of ¢ additive groups; and each additive group hierarchically models the
interactions within itself. We refer to each fgi(x(gi))’s as the additive groups and grouping of
different dimensions into these groups as the decomposition of the function.

Example: To predict the consumer confidence index from SM, the additive groups could capture
the sentiment and the content extracted from clusters that contain important topics of discussion
affecting consumer confidence like growth of economy or jobs. In Group AGP formalism, each
cluster is modeled as an interaction of content and sentiment effects; and the number of clusters
correspond to the number of additive components (denoted by c in (7)).

A pictorial depiction of our model for two additive groupsis shown in Figure 1. Here, the kernels
k11 and kq, can correspond to the content and sentiment values for a cluster about economy; and ky;
and ky, can correspond to the content and sentiment values for a cluster about jobs. Then, f; shows
a 1D function drawn from a GP, whose kernel is defined as a product of kq; and ki,. f> shows a 1D
function drawn from a GP, whose kernel is defined as a product of k;; and ky;. Next, f is shown
as an addition of two functions f; and f;. The number of additive components has an important
bearing in our model as it embeds interpretability along the feature space in modeling phase, which
is preferred than post hoc attempts at explaining the model behavior to practitioners [28]. Our
proposed decomposition into additive structures is beneficial in domains, where the dimensionality
of the feature space is large, as in the case of natural language processing,.

3.3 GroupAGP training and inference

The posterior distribution for a test input, x, is obtained using (2) and (3), with the key difference
being the use of the group additive covariance function given in (7) and (8). In Group AGP, the kernel
matrix is the sum of kernel functions of individual additive components. Additive decomposition
has been shown to better learn the structure of the underlying data compared to local kernels (such
as squared exponential kernel) and allows better generalization capability away from the training
samples [17]. Thus, our methodology is tailored to work with small training data regime, which are
frequently encountered in many real world problems, where one has to learn from limited labeled
data, such as expensive surveys, and learning is guided by temporal and contextual constraints.
The hyper-parameters of the Group AGP model consist of the length-scale (£) parameter for
the individual Matern kernel function for each effect, i.e., kgi]. (x(gif), x(91 )/), and one signal-variance
(O'J%) parameter for each of the ¢ groups. We fix the signal-variance parameter for all but one
Matern kernel function within a group to 1. Thus there will be (¢l + ¢) kernel hyper-parameters
and one additional likelihood noise, o2. The hyper-parameters are estimated by maximizing the
marginalized log-likelihood of the training data (See (4)) using conjugate gradient descent.
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3.4 GroupAGP model selection

In the previous section, we have described how to use Group AGPs to estimate the value of a given
target for a given kernel structure based on ¢ (number of additive groups). The space of models
is large and choosing the right number of ¢ requires a method to compare models. We specify a
Group AGP model with c clusters as M,, and perform model selection on c. !

Metrics for model selection: Rather than choosing basing our model evaluation on a single
criteria, for example model complexity. Our discovery of the best model is guided by an interplay
of three criteria - it should explain the observed data, reduce the error on the test set and provide
the best interpretability score. To provide a great fit on the observed data, we want a model that
maximizes the log-likelihood of the training data and penalizes the model’s complexity. For the
second criteria, we measure the error on unseen test point via mean log loss, that takes the absolute
difference between the prediction and the target, while also incorporating the variance associated
with the prediction. For the third criteria, we provide a novel scoring method called interpretabilty
score that quantifies the ease of interpretation of what different additive components encode.

Now, we explain how the three criteria for model selection are defined:

(1) Maximize the fit on observed data: We use bayesian model selection to select the "right"
model among a set of different hypotheses. Suppose for a set of observed data D = (X, y)
and a set of models, M, My, ..., M..M; means an additive model with 2 groups. First, we
compute an approximation of the model evidence (p(y|X, M;)), using maximum likelihood
estimates as follows:

P(YIX, M) = p(yIX, 0: M) ©)
PYIX, 6:M;) = —0.5 + y K = 0.5+ log(27)" [K s, (10)

But, the log marginal likelihood does not penalize complexity of the model and thus usually
favor complex models. Here, model complexity is defined as the total number of hyper-
parameters in our model.

Thus, to find a good balance between the fit and the model complexity, we use Bayesian
Information Criteria (BIC) as measure of the model’s fit on observed data; and is given as
follows:

BIC(M;) = logp(y|X, 0;M;) — 0.5 = |6;| log (| D) (11)
where the first term corresponds to the marginal log-likelihood of the data and second
term encodes model complexity. BIC is often used for model selection in GPs because of its
simplicity and performance [16] 2

(2) Loss on test data: To measure the quality of predictions of our model, we use the mean log
loss (MLL) given as follows:

(y« — f(x))?

MLL = —log p(y./D, x.) = 0.5 * log(270?) + 22
oZ

(12)
where 62 = var[f.] + o2 is the predictive variance for GPR as given in (3). Compared to
metrics like root mean squared error (RMSE), MLL normalizes the squared error loss by the
variance of the target value. Lower values of MLL are better.

10ur model selection method can also be explored for kernel selection. However, since we have empirically determined that
Matern kernel performs better than squared exponential kernel, the kernel type does not feature in model selection [38],
and our kernel choice is always Matern, as described in 5.

2 Although, we note that BIC assumes that the data are i.i.d. given the model parameters. This assumption is not true of GPs.
Thus, BIC is not the optimal measurement of model fit in GPs.
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(3) Interpretability: We describe a novel metric of quantifying interpretability called inter-
pretability score (IS). As a notion of interpretability of a model M., where c is the number of
groups, we want to measure the ease of explanation of what each group encodes.

IS quantifies how each cluster is distinct from others. We assume that if the clusters encode
distinct information, then the model output is easier to be interpreted by domain experts. So
we quantify how many words are pair-wise common across the different cluster centroids.
To get IS for M., we take top-n posts that lie closest to each cluster centroid; and get the
top-k words that describe the centroid (by removing stop-words, stemming etc).

Next, we define a matrix, M, where c is the number of clusters chosen to make prediction at
time point t. Let ¢’ be the i* cluster centroid; and k denote the top-k words representing the
cluster centroid. Thus, each cluster, ¢! is represented by a vector of top-k words, denoted by

1
Wi

¢l = wil,wiz, . w{( (13)
We define S*/ as set intersection between any two cluster centroids, and is defined as |c! N ¢/|,

between any i, j cluster.
Next, we define a matrix M, as follows:

§00 S0t 80
sLoogttoL st

1 (14)
§e0 §er . gee

where 0 <= S/ <= ¢. The value of S*/ = 0 means that nothing is common and S” = ¢ means

that all top-k words are common between ¢’ and ¢/.

We define interpretability score as the sum of the upper diagonal entries of the matrix M, (as

it is symmetric), normalized by the maximum value of $*/.

ij=0 5"
05xk=*cx*(c+1)

Higher values of scorey, means more interpretable model.

(15)

scorey, =1

Thus the interplay of these three factors help us choose the best Group AGP model. All our
model’s evaluation and comparative analysis is done with the selection model.

3.5 GroupAGP model interpretability analysis
Here, we go into more detail about our model’s interpretability. Through interpretability we want
to answer the following two questions and also describe how our model answers them:

(1) What is the contribution of each additive group towards the final prediction?

To find the contribution of each of the additive groups towards the final prediction, we use

the posterior means and variance of each group. For instance, to find how much the first

additive group (fg, (x£g1)) contributes to the overall mean and variance, the conditional

posterior distribution, fj, (x")|f(x.) ~ N (1", £'), can be obtained as [18]:
W= IR+ o)y (16)
221 — kigl) _ (kigl))T(K-f- 0_'21)711()(%91) (17)
Similarly, one can express the contribution of other additive groups to Group AGP model’s

final posterior mean and uncertainty. The idea is that Group AGPs posterior mean will be the
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Subreddit | Posts | Comments | Users
Economy | 114040 361725 16313
Finance | 198176 255006 53680
Jobs 267767 | 1384548 | 125422
Table 1. Reddit data description. Data was available from March 2008 until August 2019 for all the subreddits.

sum of individual posterior means of each of the additive groups and, similarly its posterior
variance will be the sum of posterior variances of each of the additive groups.
The above formulation can also be used to determine the relevance of a group by checking if
the corresponding posterior variance is 0. This means that the marginal likelihood selected a
model that did not depend on the features of that group. This provides automatic grouped
feature selection for our model, and induces sparsity.

(2) What is the contribution of each individual effect within the additive group?
We compare the length scales of the kernels for each interacting effects. We take the inverse
of the length scale as relevance for that effect, conforming to literature [19]. Higher values
of relevance translates to that effect being more important for our model.

4 METHODOLOGY

This section details how the Reddit and Google Trends (GT) data are transformed into multivariate
features, which can be input to Group AGP. Reddit data entails extracting quantitative metrics
or features that capture the content, psychological as well as sentiment features from SM data,
clustering and aggregating them for all the posts at the necessary level of granularity. The purchase
history data that we get via GT is already compiled and in a form that can be easily input to our
model. We describe both data sets separately. A process overview of how the training and testing
data are created, is described in Figure 2.

4.1 Reddit Data transformation

4.1.1 Description of Reddit data. We focus on Reddit as the SM platform. It is based on a
user-to-topic subscription model and is divided into subreddits. These are content feeds focused
on particular topics such as finance or jobs, etc. and are moderated by users for relevancy to that
subreddit. User interaction occurs when users post something of interest (personal narrative, news
etc.) and others comment on the post.

We focus our analysis on three subreddits namely economy, jobs and finance, as these contain
"chatter" of our interest®. Researchers who have used Reddit for understanding social behaviors
have, primarily, focused their analysis on specific subreddits pertaining to their tasks [4, 9, 52].

We study the texts written on the relevant subreddits in the form of posts. Each post is specified
by a timestamp and its author. Other users can either upvote, downvote or comment on previous
posts. For each post, we extract two types of features based on content and sentiment aspects.

Data extraction details: Reddit data was extracted using Google BigQuery*. Table 1 describes
the time extents and characteristics of the relevant subreddits. The data spanned from March 2008
until August 2019. An important part in the data preprocessing timeline is removing the noise that
is inherent to SM, which we shortly discuss.

31t is important to note that our methodology is scalable and data from more subreddits can easily be added into the model
4https://console.cloud.google.com/bigquery
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Fig. 2. The data processing pipeline showing a run of our algorithm, which describes how training and testing data
are created from Reddit data. The green boxes mark the steps followed for creating training data, while the blue boxes
describe steps for getting the testing data, which are then in fed to our Group AGP model (shown in red). The output of the
model are predictions with associated uncertainties’ as well as diagnostic interpretations. The gray boxes describe general
pre-processing steps.

Summarized LIWC categories

Dimensions

linguistic funct, pronoun, ppron, i, we, you, shehe, they, ipron, article,
verb, auxverb, adverb, preps, conj, negate, quant, number

psych affect, posemo, negemo, anx, anger, sad

cogperp cogmech, insight, cause, discrep, tentat, certain, inhib, see, hear,
feel

personal work, leisure, home, money, relig, death, social, family, friend

informal swear, assent, nonfl, filler

Table 2. Description of how the individual LIWC categories are summarized into 5 dimensions of our analysis

4.1.2 Sentiment Extraction. To get sentiment features we use both the absolute sentiment as
well as the psychological features extracted from posts. To get the sentiment of posts, we use
VADER, which has been shown to perform well in SM texts [21], as it takes in account acronyms,
emoticons, slang etc, which are ever present in SM. For each post, we calculate the positive, negative
and absolute sentiment (|pos — negl|).

Linguistic Inquiry and Word Count (LIWC): We use LIWC to extract features that correspond
to emotional, structural and psychometric components present in the text [49]. LIWC classifier
categorizes the words in each post into 64 categories related to social, cognitive, personal, informal
language etc. For our analysis, we group the existing LIWC categories into 5 broad categories or
summarized dimensions, named as linguistic; psych; cogperp; personal and informal to aid in
downstream analysis of posts. Table 2 describes how individual LIWC categories are summarized
into 5 dimensions. The descriptions of LIWC categories are taken from [36].
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4.1.3 Content Extraction. Though most of the previous research focus solely on sentiment
features, we extract both the sentiments and text content of the posts. We argue that content
features are important and empirically show that these features alone capture the overall trend of
the consumer sentiment. The rationale behind using content features is that SM users generate
posts on temporally relevant and important issues, since the main motivation for posting is to elicit
responses from the community. This is especially true for economic variables, as SM users can be
expected to write and reflect more about recent economic happenings when economic projections
are changing. This is similar to survey respondents’ indicating that the economy is their most
important issue during a recession or stock market crash [33].

For content extraction we use the concept of embeddings, where each text is mapped into a
vector such that semantically similar texts have more similar vector representations than dissimilar
ones [25]. We employ sentence-BERT (SBERT) to get the embeddings of each post [42]. SBERT
is a modification of the pretrained BERT network that efficiently derives semantically meaningful
sentence embeddings compared to BERT [14].

4.1.4 Handling noisy Reddit data. Reddit data are corrupted with noise in the form of adver-
tisements, chatter in non-english languages and postings by bots, etc. To remove noisy posts, we
perform clustering on the SBERT embeddings of the posts using the Kmeans clustering algorithm.
When the cluster centroids are visualized, we notice that some clusters distinctly correspond
to noise i.e either they are non-English language posts; or advertisement related postings etc;
so we remove these clusters for downstream tasks. We also notice that repeated clustering on
the remaining clusters followed by visual inspection of the centroids helped in further removing
noisy clusters. While this method may not guarantee that all noise would be removed, it is a
computationally cheap, which is an important consideration when working with millions of posts,
and provided good performance in our case.

4.2 Creating daily covariates from Reddit data

The above subsections describe how content embeddings, linguistic and sentiment features are
extracted corresponding to each post timestamped at t, say p;. Lets denote the three feature spaces
for p; are stacked together as a single vector, x,, = embed,,, ling,,,, sent,,.

Next, we create a collection of posts spanning a time period of T (order of years), denoted by
Pr = p1, P2, ..., pr, where t € T, and perform clustering on their embeddings. Though any clustering
algorithm could be employed, we used Kmeans clustering with c clusters. This results in each
post in Pr to be associated with a cluster ID along with its feature space. Now the feature space
representation for each post, p;, in Pr is given as x,,, = embed,,, lingy,, sent,,, c;, where c¢; denotes
the i*" cluster.

We will shortly describe how T and ¢ are set. Our rationale behind clustering is two-fold: 1) It
helps to unravel the different topics existing in the SM data. 2) It delineates the sentiment and
psychological features associated with the posts by the topics. We, later, show how these clusters
correspond to building interpretability into our model.

4.2.1 Aggregating features and dimensionality reduction. We need to aggregate covariate
vector for all the features of the posts to the granularity (daily for predicting consumer confidence,
and weekly for predicting unemployment claims) at which the targets for regression are available.
Since there are numerous posts in a single day, the next step is to aggregate the feature representa-
tions of those posts to daily granularity. Since we have cluster IDs associated with each post, we
first group all the posts by their cluster IDs, and then aggregate the features within each group.
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Let us denote d as the index for daily time granularity, and the three feature vectors are given as
embedy, lingy, senty, corresponding to the aggregated embedding, linguistic, and the sentiment fea-
tures, respectively. We need to compute the cluster-wise feature vectors, denoted by embed,4, ling.q
and sent.y, where ¢ denotes the cluster index.

To get embed.4 and ling.q, we, first, assign all the posts during that day to their clusters and,
then, average the embedding and linguistic vectors within each cluster. Mathematically, this can be
written as follows:

1 Nea
embed.q = N Z embed,,, (18)
cd i=lep,  =¢
Nea
lingeq = N Z ling,,, (19)
cd i=l,cp;,=¢

where p;q denotes a post during a day d, N.q denotes the number of posts assigned to the c** cluster
and ¢, is the index of the cluster that p;; belongs to.

The sentiment vector for a day, sent.y is the relative sentiment of all posts during that day.
After all the posts are assigned to their respective clusters, we calculate sent.q, as follows: An
absolute sentiment for a post is given as |pos —neg|, where pos and neg are the positive and negative
sentiment values assigned to that post by VADER.A post is marked positive if the absolute value is
> 0; else it is negative. Next, sent 4 is given as the number of positive posts minus the number of
negative posts; and is normalized by the sum of the total positive and negative posts. Intuitively the
relative sentiment for a day distills the prominent sentiment (either positive or negative) among all
the posts during that day.

We concatenate the relative sentiment and aggregated linguistic features for conciseness and
are, together, referred as sentiment features henceforth. Lastly, we also reduce the dimensionality
of aggregated embeddings vector using PCA, and take top 10 dimensions as they capture most of
the data’s variance. Thus, the aggregated covariate data for a day is composed of reduced averaged
embeddings and aggregated sentiment vectors.

4.3 Creating daily covariates from Google Trend (GT) data

Using GT, we are interested in the normalized search volume of goods and services that are
traditionally studied in relation to consumer spending in the US. Following works by [7, 34, 35, 45,
50], we queried the GT website using search queries that match the categories defined in the US
Bureau of Economic Analysis (BEA). Some examples of BEA categories to search queries include:
durable goods — computer and electronics, non durable goods — food and drink retailers, and services —
health insurance.

Corresponding to each category, the GT website was queried to extract longitudinal data detailing
the normalized volume of queries on the Google search. As noted in the results section, data was
extracted at weekly or monthly levels to match the temporal granularity of the corresponding
target to be predicted.

4.4 GroupAGP framework description

In this section, we detail how Group AGP model is evaluated. Both the covariates and targets are

timeseries data. We denote the time series of covariates as X; = Xy, Xy, .. ., X;, where each x; € RY:
d refers to the number of features extracted from SM data.
The target time series is denoted as y; = y1,Ys, . .., Yy, Where each y; € R. We denote a time

series starting at index t;4; and ending at index t; as X;,.,.
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Algorithm details: Ours is a regression task, where the longitudinal covariates are X; and the
targets are y;. To make prediction at a given time step ¢, §j;, we train our Group AGPs model on
X!rain and yr4in, The training data are the historical data derived from fixed length window of
size w. The learning in our method is accomplished using data residing in window w, which is
advantageous as our estimates are governed by only recent relationship between covariates and
targets that is encoded within the window.

We introduce the notion of a prediction step (indicated by A), which encodes how far ahead
can our model reliably predict. Thus to predict at time point ¢, rather than training till time point
t — 1, our training data are lagged further by A time steps, ranging from t — A — w;t — A.

The training data are used to estimate the kernel hyper-parameters of our Group AGP model,
denoted as 6;. At inference, the training data along with the input at t are used to estimate the
target, denoted as ¢, which is a Gaussian distribution with mean ¢, and variance oZ. We use the
variance, o7, as the model uncertainty at ¢. To make predictions at ¢ + 1, the training window is
shifted to the right by 1, while maintaining its size as w. The method to produce estimates for the
entire time series is described as the routine Monitor in Algorithm 1.

The MonitoringWithMissingTargets routine in Algorithm 1 describes how our model is used
to evaluate reducing the frequency of survey data i.e. some of the y, values are not available or
missing. To fill in the missing value at t’, we use the historical data till ' — 1 for training Group
AGP model and predictions are derived at t’. The mean of the predictions § is now our estimates
at t’. This procedure is repeated for all the unavailable target values. More details about this
experimentation is given in Experiment section.

Algorithm 1: Algorithms for predicting economic indicators using longitudinal covariates
Procedure GroupAGP (x, XTr@in yTrainy

0 «— train (Xtrain, ytrain)

g’ o,2 P predict(Xtr“i", ytrain, X, 9)

return ), = (, %)

Algorithm MonitorWithMissingTargets(Xo.r, Yo7, W)
fort=(w+1):Tdo
if isMissing(y,) then
§r, 07— GroupAGP (x¢, X¢—wi—1, Ye-wit—1)
Yr < Gs
end
end

return yo.r

5 EXPERIMENT DESIGN

We describe the targets (ICS and Ul) and different types of experiment setup. All experiments were
done with two types of covariate data: Reddit and GT, and two targets as described below:

5.1 Survey and claims data description

In this section, we describe the two types of targets used in this work - consumer confidence index
and the unemployment insurance claims data as follows.
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Consumer Confidence Data: The Index of Consumer Sentiment (ICS) collected by the Institute
for Social Research at the from University of Michigan is an important survey that measures
U.S. consumer confidence. Researchers have extensively studied it in social sciences, as well as in
prior works on SM forecasting. The survey consists of responses aggregated to a single index of
five questions based on an individual’s personal finances, their outlook for the economy in near
future and their recent buying decisions. A nationally representative sample of approximately
500 respondents is drawn, and the poll is administered via telephone interviews. Although this
indicator is released at monthly, the daily time-series is also available. We perform our analysis at
both daily and monthly granularity. While the monthly ICS data is available from 1978, the daily
ICS data is only available from January 2008 to May 2017. It is important to note that there are
error bounds corresponding to target data too. With monthly ICS, the 95% confidence interval is +/-
3.29%, while the confidence interval with daily data is not available to us.

Unemployment claims revised: In [1], features are extracted from Twitter data between 2011
- 2013 related to job losses, and it is correlated with the revised claims of unemployment insurance
(UI). The researchers argue that it is important to focus on understanding these UI claims, as
they state the health of job flows, which is of importance to economists, market participants, and
policymakers. Additionally since the UI claims data is available at high frequency, the researchers
claim that it is a "good" indicator to test the performance of social media derived signal. They
describe a linear model to predict the unemployment signal, with independent variable as the
employment situation.

5.2 Performance metrics

As a measure of our model performance and its comparison with existing works, we employ the
following metrics:

(1) Root mean square error (RMSE) and Mean log loss (MLL): RMSE is the square root of the
mean absolute errors for a set of predictions. This is summarized over the test set. However,
this quantity does not take care of the variance of the predictions in the test set, so we use the
mean log loss (MLL). MLL is not used as a metric when our model’s is compared with existing
works, since it is a measure for Bayesian methods and existing works are not Bayesian, hence
RMSE is only reported for those experiments. Additionally both metrics vary similarly in our
experiments.

(2) Detrended cross-correlation analysis (DCCA): DCCA is known to be a robust measure of
cross-correlations between two different but equal length time series, in the presence of
non-stationarity and outliers [37].

5.3 Different types of experimental setup

We conducted experiments to assess three important characteristics of our model, described as
follows:

5.3.1 Model selection. : We perform model selection by changing number of additive components,
and studying the performance of each model using three criteria: MLL, Bayesian Information Criteria
(BIC) and interpretability score (IS).

5.3.2 Model’s predictive accuracy and descriptive nature of interpretations. Reddit data
is smoothed at 28 days, A is kept at 28. While GT data is studied at monthly granularity for ICS.
We test our model performance as well as use the interpretability formulations in Equation 17 to
retrieve the descriptive statistics corresponding to each target.
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5.3.3 Comparison and baselines. We compare our Group AGP model with three existing
methods [1, 30, 34],which are representative of the existing works in this area [7, 8, 10, 33, 35]. [30]
uses the ratio of sentiment in the past few days as a feature to predict ICS in a linear model. Later
works [10, 33] have studied their work with longitudinal data. [34] which is similar to [7, 8, 35]
uses an autoregressive linear model with additional features extracted from SM or GT data for both
ICS and UL [1] also has a linear model with content signals extracted from Tweets to predict UL

Additionally, we also perform the following baseline studies: Group AGP (Rand): The additive
components of our model correspond to random subsets of feature spaces, to see the net gain
achieved by a hierarchical additive decomposition that is guided by natural clusters in data. Concat
model: A GPR model with a Matern kernel is used with the feature space (both content and
sentiment) of all the clusters concatenated together. Concat+ARD model: An automatic relevance
detection (ARD) kernel is placed on concatenated feature space as described in Concat model.
Sum model: Rather, than hierarchically modeling each additive group as a product of content and
sentiment within it, we add the content and sentiment kernels in Sum model.

5.3.4 Fine-granularity evaluation: A special scenario evaluating our model for reducing
frequency of ICS. We perform this important experiment as a special scenario to investigate the
extent to which SM data can reduce the need for frequent surveys, while preserving a high degree
of correlation with traditional survey measures. Our approach is to create a scenario when survey
data is available every other month or after two-months; and then we use our model to estimate
the targets for missing months.

Our experimental setup is as follows: In first scenario, we “remove” every alternate 28-day period
of ICS data, after an initial training window of 2 years. The algorithm MonitorWithMissingTargets
is used to estimate the ICS values for the missing days, one day at a time. After each day, the
estimated value for that day is “fed back” into the training data for the subsequent prediction.
Thus, in the following time steps, the model uses a mix of observed and estimated target values
to produce the estimates. This process is repeated until the next survey data is available. The
MonitorWithMissingTargets algorithm is applied again whenever there are subsequent unavail-
able survey targets. The estimated targets are compared with the ground truth values to calculate
error. The same experimental setup is repeated for scenarios in which the survey data is available
at a further reduced frequency, i.e., it is available for a 28 day period after every 56 days, then 84
days, and 112 days. Hence, for each window, the model must generate predictions using fewer days
of survey data.

6 RESULTS AND DISCUSSION ON INDEX OF CONSUMER SENTIMENT

We describe our results for predicting Index of Consumer Sentiment (ICS) using Reddit and GT
data. ICS is available at daily granularity. Analysis of Reddit data for ICS prediction is done at
daily granularity. While GT data are available at monthly granularity, hence for its analysis ICS is
upsampled to monthly granularity.

6.1 Reddit data for ICS

6.1.1 Model selection. As a criteria of model selection, we compare how the Bayesian Information
Criteria (BIC), mean log loss (MLL) and interpretability vary for each model configuration and is
demonstrated by Table 3. Studying the individual components of BIC, namely log likelihood and
complexity, we observe that as the number of additive components increase the log likelihood of
the model keeps on increasing while at the same time the mode complexity also increases. This
highlights the fact that as the model becomes more and more complex, it is fitting the training data
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Additive RMSE DCCA MLL Variance  Loglik Complexity BIC Interpret.score

1 5.91 0.82 5.79 6.29 904.47 26.22 891.36 NA
2 5.49 0.78 5.67 5.02 939.26 45.88 916.32 0.99
3 5.53 0.82 6.21 3.92 945.28 65.54 912,51 0.96
4 5.82 0.79 6.96 3.80 946.46 85.20  903.86 0.96
5 5.65 0.77 7.03 3.52 955.10 104.86  902.67 0.96
6 5.67 0.80 7.41 3.39 965.96 124.52  903.70 0.94
8 5.80 0.81 7.57 3.19 981.43 163.85 899.51 0.89
10 5.76 0.81 7.60 3.11 994.80 203.17  893.22 0.86
12 5.77 0.81 7.87 3.07 1008.23 24250 886.98 0.83
14 5.66 0.81 7.88 2.86 1020.44 281.82  879.52 0.81
16 5.74 0.77 8.22 2.86  1030.85 321.14  870.28 0.79
18 5.99 0.79 8.65 2.90 1034.35 360.47 854.12 0.78

Table 3. Results for model selection in Group AGP model to predict ICS using Reddit data: Comparing the
different metrics of performance with different additive components in Group AGP. Log-likelihood and model
complexity together constitute the BIC score. Variance is the average predictive variance for test data.

better, likely overfitting the training data. This is also empirically shown by increasing errors on
test data.

It is important to note that since our model gives uncertainty along with each prediction, as the
model becomes more complex its variance decreases while the RMSE increases, i.e. the model is
more certain in making a erroneous prediction. MLL which captures both the RMSE and predictive
uncertainty is, thus, a better metric for measuring model’s generalization ability on unseen data.
The third criteria is the interpretability score, which captures the ease of explainability along the
feature space. We notice that it increases as the number of additive components increases. Thus,
the optimal number of components at which these three criteria intersect is at 2. Thus our Group
AGP model to predict ICS is given by 2 additive components corresponding to the 2 clusters in the
SM data and each component is modeled as a product of its content and sentiment features. The
interplay of these three criteria is also depicted in Figure 3. For optimal model, higher BIC, lower
loss and higher interpretability scores are preferred.
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Fig. 3. Results for model selection in Group AGP model to predict ICS using Reddit data: Comparison of BIC (Bayesian
Information Criteria), MLL (Mean Log Loss) and interpretability scores as a function of the number of clusters. For optimal
model, higher BIC, lower loss and higher interpretability scores are preferred. Please note that the range of y-axes are
different in all three subplots and thus are not intersecting, contrary to appearances.
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6.1.2  Model’s predictive accuracy and descriptive nature of interpretations. The predicted time-series
given by our optimal model is shown in Figure 4. We notice that our model does capture the overall
trend in ICS values, and also some of the finer longitudinal movements, like those between 2012
and 2015. Our model under-predicts for some of the noticeable peaks in Jan. 2015 and Jan 2017. We
also observe that our model does not perfectly capture the significant drop in ICS during later half
of 2011, but it does predict a noticeable dip around that time point, albeit with a delay. However,
each of our predictions are marked with values of uncertainty given by our model.

100

90

ICS

80

70

predicted variance
60 —— target

2012 2013 2014 2015 2016 2017

Fig. 4. Performance of Group AGP to predict ICS using Reddit data at daily granularity (smoothing window size - 28, A -
28)

As a quantitative measure of interpretation, we compare the interpretation scores of our Group
AGP model with different numbers of clusters (¢ = 1,2,...,18). We find that as the number of clusters
increases the interpretability scores declines consistently, suggesting that the clusters increasing
become less distinct in their content. This might make the task of explaining what each of the
additive components mean in our model cumbersome to the domain expert. However, these scores
are contextualized by the target (i.e. macroeconomic indicator) of our model; and are thus data
dependent.

As a qualitative measure of the interpretable clusters, we see the evolution of prominent topics
throughout the years, which are obtained by performing kmeans clustering on the data. We noticed
that three main clusters that emerged over the years. Each cluster is visualized by top-k words in
the posts that lie closest to in the cluster centroid, and are given as follows:

(1) Cluster 1: ago applied applying asked boss career contact cover degree department
email employer entry field fit graduated hire hired hiring hr internship
interview interviewed interviewing interviews letter linkedin manager phone
quit received recruiter references resume school send sent skills told worked

(2) Cluster 2: acquire aid arrange banks borrowers collateral crisis economic
faxing fee fiscal fulfill hassle installment instant lenders monetary payday
repayment solution sufficient troubles unexpected unforeseen unplanned unsecured
unwanted

(3) Cluster 3: america banks bonds capital cash crisis currency debt dollar economic
fed funds gold inflation installment instant investors loan loans markets
monetary mortgage payday price rates reserve stocks street tax trading
unsecured wall wealth
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We see that over the years mainly three broad categories of topics emerge. We assign cluster
1 to jobs (availability/loss); cluster 2 to financial (losses/gains) and cluster 3 to economy (reces-
sion/growth) topics.

Contribution of each additive component Our modeling framework helps answer further
questions such as which topics were deemed more important for predicting consumer confidence,
and which topics contributed to the predictive uncertainty at different time points. We find the
contribution of each of the additive components towards the final posterior mean and variance, as
shown in Figures 5 and 6. Since our model selection has chosen 2 additive components, at each
time point we highlight the clusters to which each of the additive components lie.

As clearly evident in Figure 5 for the years around 2011 - 2014, our model deemed jobs and
economy as important topics affecting its predictive accuracy; while during the later years (2015
onwards) lending and finance topics gained prominence. It is also interesting to note that some
topics have negative contribution to the overall predictive mean. Also interesting to notice is how
we recover the daily ICS index, as a sum of the two additive components. Similarly, the anomalously
high uncertainty observed just prior to 2016 can be attributed to the lending and finance cluster, as
seen in Figure 6.
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Fig. 5. Interpretation for ICS using Reddit: Depiction of the posterior means of each of the two additive components. The
line is the predictive mean of ICS and is recovered as a sum of the two components.
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Fig. 6. Interpretation for ICS using Reddit: Depiction of the posterior variances of each of the two additive components
compared against each other.

Relevance of individual effects: Content vs Sentiment Since each additive component in
Group AGPs is modeled as an interaction of effects of content and sentiment. We can get further
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Fig. 7. Interpretation for ICS using Reddit: Depiction of how the average relevance of content and sentiment compare
against each other.

insights into the model and answer questions regarding which of the effect (i.e. either content or
sentiment) is deemed more important for prediction. Figure 7 shows the averaged relevance of
content and sentiment effects. As evident our model mostly chooses content over sentiment in
predicting consumer sentiment. This points out that one of the reasons previous studies failed to
replicate the initial success might be because they used sentiment existing in the SM data, which
has a weaker signal in predicting consumer confidence as compared to the content.

6.1.3 Baselines and comparisons. : As shown in Table 7, we note that the proposed model is
consistently better than the existing methods, both in terms of RMSE and DCCA.
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Fig. 8. Baselines to predict ICS using Reddit data: Comparison of different kernel configurations along the
two dimensions of BIC (model fit) and MLL (loss). The model names on x-axis marked with asterisk denote
models where no interpretable inferences can be drawn. For model selection, higher BIC and lower MLL is
preferred.

The time-only baseline produces an RMSE of 7.31 (vs 5.49) and DCCA of 0.51 (vs 0.78); which is
significantly higher than the results obtained with the Reddit data. Similar performance degradations
were observed for other metrics. This bolsters the fact that using Reddit data does help to make
better predictions for consumer confidence index, than just using past target values. Figure 8 shows
how the different kernels compare against each other. Our Group AGP model has the highest BIC
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with lower MLL loss, both of which are preferred. We show how “Group AGP (Rand)” not only
provides poorer BIC and high loss; but also imparts no notion of interpretability. The “Concat”
model has lower complexity as compared to Group AGP, however it has a higher loss on the test
data, and no insight into interpretability. The “Concat (ARD)” model is impaired by huge complexity.

6.2 Google Trends data for ICS

6.2.1  Model selection. We studied model selection in terms of the number of additive components.
As described earlier, for calculating ICS the US Bureau of Economic Analysis (BEA) studied consumer
sentiment across three expenditure types: durable, non-durable and services. Each expenditure
type is composed of distinct categories, which exemplifies a class of personal expenditure products.
Each category is composed of a set of products, called sub-categories. For example, within durable
goods, there is a category called “motor vehicle and parts”, which has following sub-categories -
auto parts, vehicle brands, vehicle shopping, automotive and auto financing. The GT tool is queried
with the sub-categories. There are 4 categories each in durable and non-durable goods; while 7
categories in services, as used in literature [45].

For model selection in Group AGP, we worked with two models. One is a Group AGP model
with three additive components, where each component is a kernel corresponding to either durable
goods, non-durable goods or services. Each component is further modeled as an additive interaction
of its constituent categories. We call this the “3-component” model. Our intuition behind this model
is that since each category and sub-category are distinct, to get a comprehensive understanding of
each personal expenditure product, all of its constituent categories and sub-categories need to be
summed up. This can be contrasted in

The second model is the one where each of the categories are modeled as additive components,
and each category is modeled as additive interaction of its constituent sub-categories. Since there
are 15 categories, it is called a “15-component” model. The “3-component” model had an RMSE
of 6.29 and DCCA of 0.93, with a BIC of -44.95. The “15-component” model has an RMSE of 6.81
and DCCA of 0.92, and BIC score was -84.30. Thus, the “3-component” model was selected for
performance analysis.

6.2.2 Model’s predictive accuracy and Descriptive nature of interpretations. Figure 9 shows the
predictive accuracy of model. We see that our predictions do track the longitudinal ICS time-series,
while providing uncertainties with them.
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Fig. 9. Performance of Group AGP to predict ICS using Google Trends data at monthly granularity
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Figures 10 and 11 shows the contribution of each of the additive components towards the final
posterior mean and variance. Our model deems durable and non-durable goods to be better predictor
of consumer confidence than services prior to mid-2015. After that services component start to
play a significant role. Similarly our model attributes the high predictive variance time points to
non-durable goods. These are interesting insights which needs further work by domain experts.
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Fig. 10. Interpretation for ICS using Google Trends: Depiction of the posterior means of each of the three additive
components. The line is the predictive mean of ICS and is recovered as a sum of the three components.
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Fig. 11. Interpretation for ICS using Google Trends: Depiction of the posterior variances of each of the three additive
components compared against each other.

6.2.3 Baselines and comparisons. As shown in Table 7, the proposed “3-component model” is
significantly better than existing methods [1, 34], both in terms of RMSE and DCCA. While, the
concat (ARD) model was marginally better than the “3-component model”, both for RMSE (6.20)
and DCCA (0.96), it had a lower BIC score. This shows that GT data has the potential to predict ICS
with high accuracy. Since [30] works in sentiment, and there is no concept of sentiment in GT data,
there are no results for this comparative work.

7 RESULTS AND DISCUSSION ON UNEMPLOYMENT INSURANCE (Ul) CLAIMS DATA

We experimented with Ul claims data, which has been studied in the past using SM data (Twitter
and Google Trends) [1, 7, 8]. Data and method of extraction of covariates remain the same as with
the ICS. Since the UI claims targets are available weekly, the covariates from Reddit and GT are
aggregated to weekly granularity. Similar training and testing procedures are employed as in the
prediction of ICS.
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7.1 Reddit for Ul

7.1.1  Model Selection. The detailed performance metrics for model selection is given in Table 4.
The optimal model selection, which has the highest BIC, lowest loss and best interpretability score
is given with 1 cluster or the training data. Thus, our modeling framework is reduced to a product
kernel of content and sentiment effects.

We attribute it to the fact that Ul data are a direct measurement of the unemployment claims filed
by people and does not have a first order dependence on other factors (like finance etc); and thus
one cluster is enough to capture the content that is predictive of Ul indicator. As mentioned earlier,
the evaluation methodology is based on a sliding window protocol, i.e., to make prediction on a test
point, t, we train on a historical window of data (two years); and, further, to make predictions at
(¢ + 1), we slide our training window by 1. Since clustering is performed for each training window,
the cluster contents are updated every time. So, even though, at each test point our Group AGP
model selects 1 canonical cluster, its content varies. However, we do not expect a drastic change
of content with subsequent time points, unless a major economic shock, like recession affects
the market. This study for UI data spans years from 2011-2017 during which no recessions were
reported®.

Empirically, we also notice that the top words of the cluster centroid at each time step of our
model remains mostly same, indicating the existence of a singular semantic theme within the
subreddits that is predictive of UI claims data. The top-k words averaged over all time points were:
job, company, would, interview, work, position, get, like, time, know, really,
experience, offer, got, resume, jobs, good, looking, back, people, which isindicative
of people looking for new employment.

predicted variance
—— target

Ul Claims (Thousands)

Jan Jul Jan Jul Jan Jul Jul

Jan
2014 2015 2016 2017

Fig. 12. Ul claims using Reddit: Model performance - Comparing the model predictions with observed targets at weekly
granularity

7.1.2 Model’s predictive accuracy and descriptive nature of interpretations. The Group AGP model
predictions for Ul data are shown in Figure 12. We note that the model predictions tracks the
UI consistently, and the predictive uncertainty shrinks over time. Figure 13 shows the relative
relevance of the content and sentiment for prediction at each time point. We notice that sometimes
our model deems sentiment to be more important and other times content to be important; contrary
to the case of consumer sentiment prediction where our model, consistently, deemed content to be
of more relevance than sentiment.

Shttps://fred.stlouisfed.org/series/ICSA
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Components | RMSE | DCCA | MLL | Variance | Loglik | Complexity | BIC
1 16.61 0.97 4.28 196.83 -18.59 18.54 -27.86
2 17.52 0.93 4.34 194.59 -18.04 32.44 -68.52
4 18.90 0.94 4.60 144.39 -12.36 60.25 -84.97
6 18.07 0.95 4.58 131.41 -11.50 88.06 -111.05
8 19.56 0.93 4.78 123.55 -9.65 115.87 -135.18

Table 4. Ul claims using Reddit: Model Selection - Comparing the different metrics of performance with
different additive components in Group AGP. Log-likelihood and model complexity together constitute the
BIC score. Variance is the average predictive variance for test data.
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Fig. 13. Ul claims using Reddit: Interpretation Analysis - Depiction of how the average relevance of content and sentiment
compare against each other.

7.1.3  Baselines and comparisons. Table 7, we note that the proposed model is better than the
existing methods in terms of DCCA. However it is poorer than [34] in terms of RMSE. We attribute
this to the fact that [34] uses an autoregressive model along with the features. Since Group AGP
does not explicitly model autoregressive nature of the targets, it suffers in its performance here.
However, adding a temporal kernel with Group AGP is straightforward, and will be explored as
future work.

Table 5 shows the results of different kernel compositions, like sum (of content and sentiment
kernels) and concatenation of the feature spaces (given as concat) and concatenation with ARD
kernel (given as Concat_ARD). Again, we notice that Group AGP gives the best performance in
terms of higher BIC and lower loss (MLL).

Kernel RMSE | DCCA | MLL | Var | Loglik | Complexity | BIC
Group AGP | 16.61 097 | 4.28 | 196.83 | -18.59 18.54 -27.86
Sum 16.64 0.97 4.28 | 195.62 | -18.48 23.17 -30.06
Concat 17.68 0.98 4.34 | 209.86 | -21.30 13.90 -28.26
Concat_ARD | 17.24 0.98 448 | 165.75 | -6.65 88.06 -50.68

Table 5. Ul claims using Reddit: Baselines comparisons of different kernel configurations along the dimensions of BIC
(model fit) and MLL (loss).
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7.2 Google Trends data for Ul

GT has been studied in the past to predict UI [8, 50]. The idea behind the use of GT is that it is
natural for an individual to look for jobs or search for unemployment claims on search engines
once they are unemployed. We have used the same GT categories as past research [8, 50], i.e., “jobs”
and “welfare and unemployment”. Thus, GT tool is queried with these categories from 07/2011 to
07/2016, aligning with the UI claims target. Both data are at weekly granularity. The GT tool returns
the normalized values of search queries belonging to the two categories, which translates to two
features. Since there is not a rich or high dimensional feature space to be explored, our Group AGP
model reduces to a simple additive model with two components, each modeling a single feature
with Matern kernel. Thus, no model selection is explored in this case.

7.2.1 Model’s predictive accuracy and descriptive nature of interpretations. Figure 14 shows the
predictive performance of our Group AGP model. We notice that our predictions do track the targets,
however it consistently overpredicts for the period between July 2014 to July 2015. Our model also
provides high uncertainty with those predictions. We attribute this to the fact that the covariates
solely come from Google searches, which are not representative of the unemployed population.
Also individuals might be searching for welfare or social security claims even when employed or
for other reasons. Figure 15 show that our model deems jobs searches as better predictor of Ul
claims compared to welfare and unemployment searches. We notice that jobs component closely
track the UI claims most of the time except between the period of July 2015 - Jan 2016, and further
analysis from domain experts is needed to explain the observations

425

predicted variance
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Fig. 14. Ul claims using GT: Model performance of Group AGP to predict Ul using Google Trends data at monthly
granularity

7.2.2  Baselines and comparisons. We compared Group AGP with concat kernel as well as with
related works [1, 30, 34]. The concat kernel has a RMSE of 32.50 and a DCCA of 0.88. As shown
in Table 7, while Group AGP performs better than [1], it is outperformed by the model proposed
by [34]. As noted earlier, in comparison with Reddit data, the autoregressive nature of [34] provides
it with an advantage over models that ignore the temporal aspect.
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Fig. 15. Ul claims using GT: Interpretation - Depiction of the posterior means of each of the two additive components.
The line is the predictive mean of Ul and is recovered as a sum of the three components.

Gap months | RMSE | DCCA
1 4.65 0.99
2 5.56 0.90
3 7.69 0.91
4 7.43 0.87
5 8.70 0.77

Table 6. Fine-granularity evaluation: Reducing frequency of ICS using Reddit data. Gap months denote the
months when no survey is done.

7.3 Fine-granularity evaluation: A special scenario evaluating our model for reducing
the frequency of ICS

Here, we show results on an important evaluation using Reddit data for ICS for reducing the
frequency of ICS survey. Reddit is chosen for this analysis as it is available at fine daily granularity.
Table 6 shows that Reddit data can be used to reduce the cost of surveys, by estimating accurate
responses in periods when no survey was undertaken. The step in the Table 6 refers to the frequency
of conducting the survey - Step of 2 means survey can be done every 2"¢ month; step of 3 means
every 37 month, so on. As we decrease the frequency of the surveys, the estimates during the
off-month period decrease at a steady rate.

Figure 16 shows the performance of our model when survey data for alternate month was made
unavailable. We see how our predictions closely track the targets, and is an encouraging result
showing that Reddit data can to used to supplement surveys. In Figure 17, we take a snapshot
the timeseries (July-Jun 2014), so that we focus on how our predictions and their associated
uncertainties vary when surveys are run every second, third and fourth month respectively for
the duration of our experimental data. While the estimates are close to the target for some of the
months, they are off for others.

Comparing the left to the rightmost diagram in Figure 17), we notice that as more time elapses
between surveys, the quality of the estimates suffer. This is because to make prediction at time
t, the model relies on a window of past 2 years of data, where the missing survey points have
been replaced by the model estimates. When the time elapsed between the surveys is large, the
predictions rely mostly on model estimates. However, once the next survey is available, the model
can again reliably predict the subsequent target values.
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Fig. 16. Comparison of our predictions with survey data for experiments conducted to reduce the frequency of surveys by
half. The shaded green regions marks the 28 day periods when surveys are available, which is every alternate time-period.
Notice how our estimates closely follow the targets. A close-up of a random sample of this time-series is shown in Figure
10 (leftmost).
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Fig. 17. A snapshot of the time-series (for the year 2013) displaying targets, predictions and corresponding uncertainties
for the set of experiments to reduce the survey frequency. The shaded green color marks the 28 day periods when surveys
are available. The white regions mark the time period when our model was used to estimate survey values. Our predictions
are shown as blue. It is important to see how the model estimates and uncertainties compare with the targets at these
time-periods. From L to R - surveys available for (leftmost) every alternate 28 day period, (middle) for every third 28 day
period and (rightmost) surveys available for every fourth 28 day period. As we go from left to right, the frequency of surveys
decreases. Notice how uncertainty varies with the predictions in the off-months when survey is not done.

7.4 Discussion on the effect of different types of data for understanding ICS and Ul

While previous works have use Twitter for estimate ICS, we use Reddit data. There is an important
difference in communicative dynamics between the two platforms - Twitter is more appropriate to
study social connections and diffusion or viral-ity of information [39], whereas Reddit provides
a discussion platform through which individuals can discuss their plans of buying commodities
or houses, job losses or gains and general chatter about economy. Reddit provides moderated and
dedicated communities in the form of subreddits for discussion, which are not present on Twitter.
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Consumer Confidence Index (ICS) Unemployment Claims (UI)
Reddit Google Trends Reddit Google Trends
Method | RMSE | DCCA | RMSE | DCCA | RMSE | DCCA | RMSE | DCCA | Uncertainty
[30] 6.79 0.48 - - 30.40 0.92 - - X
[34] 6.20 0.77 24.16 0.53 12.83 0.95 12.73 0.98 X
[1] 5.86 0.79 23.14 0.59 24.74 0.92 33.95 0.95 X
Proposed | 5.49 0.78 6.29 0.93 16.61 0.97 32.71 0.89 v

Table 7. Comparison of state-of-the-models with our proposed model, across the two indicators - ICS and Ul
and two data sources - Reddit and Google Trends. Compared to existing methods only our proposed model
provides calibrated uncertainty values corresponding to its estimates.

Specific subreddits have been successfully studied for understanding opinions related to important
niche topics, like mental illness, sexual violence etc [22, 24, 27, 31, 47]. Since ICS is ultimately
intended to understand human behavior, we explored Reddit as a publicly available data source
that is captures public optimism or pessimism in jobs and economic affairs.

Both Reddit and GT data capture similar but also disparate information about individual’s
perception towards consumer sentiment. Compared to Reddit data, GT data are consolidated from
the web search queries. For example, an individual is likely to announce a new job or economy
related sentiment on Reddit, but would do web search for specific purchase intentions. While
Twitter/Reddit data are public, raw individual Google searches are not publicly available and only
aggregated normalized frequencies are available through the GT tool, thereby making certain
case-studies or uses of the data difficult or impossible.

7.5 Complexity analysis of Group AGP model

Being non-parametric in nature, the Group AGP model incurs a O(T?) computational cost to obtain
a single prediction, where T is the number of the training instances. The primary driver for this
cost is the inversion of the (T X T) kernel matrix in (2) and (3). This is clearly more expensive than
other linear models explored in this paper (typically O(1)), however this is the trade-off for better
performance.

Since the hierarchical decomposition in Group AGP does not change the number of training
instances T used to obtain a single prediction, so a major cost of complexity is still dominated by
O(T?). The model does introduce a number of hyper-parameters (length-scales and variances), but
these scale linearly with number of components, c. Since ¢ << T, the hierarchical decomposition
of Group AGP does not significantly increase its complexity, which is still in the order of O(T?).
Additionally, our model’s complexity does not increase with time, as we use a sliding window
with fixed-length T. The estimation of the model hyper-parameters is an iterative optimization
procedure, in which each step has complexity (O(T%)). However, the number of steps needed for
convergence is data-dependent.

7.6 Limitations

Despite their advantages, sensing with SM data has some pitfalls. Some of the most important
limitations include the lack of representativeness of SM users compared to the general population
and the lack of demographic information present in social media that could help rectify the bias.
When researchers use social media data they either use a data dump (e.g. Reddit), or may be
provided a sample of the data (e.g. Twitter). In both cases, studies based on these datasets suffer
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from sampling bias. GT data does not reveal demographic information about individuals who
generated the data, thus hindering the use of this data for society wide studies. While Reddit and
GT data used, in this study, are anonymized, but all care should be exercised to preserve the privacy
of users if disparate user-generated SM data are employed [3]. Keeping the limitations in mind,
we suggest that Reddit and GT data can be used to supplement traditional survey responses to
consumer confidence and labor flows, especially for near future; but may not completely replace
these surveys.

8 CONCLUSIONS AND FUTURE WORK

We have proposed a novel computational framework called Group AGPs which hierarchically
decomposes the underlying function to be learnt into additive groups corresponding to different
clusters existing in SM data. Further, we model each cluster as interaction of content and sentiment
effects. Our modeling framework is based on GP regression, which utilizes prior information and
produce calibrated uncertainty bounds, which is a measure of trust in the estimates. We empirically
show how such a decomposition helps to embed interpretability into the modeling phase as well
as to produce accurate estimates of targets along with uncertainty bounds. We show how our
model can be used to generate highly accurate estimates of two important economic indicators,
the consumer confidence index and the unemployment claims using Reddit and Google Trends
data. We also produce sound insights for practitioners into which cluster content or sentiment is
deemed important for prediction.

Our model uncovers three broad clusters, related to jobs search; economy/recession and lend-
ing/finance. Our model deems jobs and economy as important topics from 2011 - 2014,; while from
2015 onwards lending and finance topics gained prominence in gauging consumer confidence index.
We also show how our model highlights that content of the posts in Reddit data is more predictive of
consumer confidence than sentiment alone. Though the results are shown for two macroeconomic
indicators, but our methodology is generic and can be applied to broader class of survey indicators.
We are also working to incorporate data from other SM platforms like Twitter into our model and
to expand this work to broader categories of indicators in order to better understand the conditions
under which information extracted from SM can substitute or compliment existing methods that
generate these statistics.
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